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The era of big data is here. The amount and generation rates of data are dramatically growing in science, business, and 
government sectors and in IT management areas. For example, a tomography beamline at the Advanced Photon Source (APS), 
an experimental facility at Argonne National Laboratory, can produce 150 terabytes of data in one day. The Data-Driven Urban 
Design and Analysis project1 at the University of Chicago aims at utilizing city-level sensor data gathering and predictive 
analytics on the data for the future urban design. Such data-intensive applications so far have been run on dedicated high 
performance computing facilities, in order to ensure timely computation for the applications. But this approach can be adopted 
only by a small number of users who have access to the expensive high performance computing facilities.  Even this approach 
can scale up only to the capacity of the particular facility. Nevertheless, cloud computing can provide any user access to large 
computing resources for data-intensive applications, on-demand with greater flexibility, at low cost. 
 

In order to deploy data-intensive applications on clouds successfully, however, sophisticated big data management and data 
transfer frameworks must be seamlessly incorporated into cloud computing infrastructure.  In this article, we highlight the 
current limitations of cloud computing for data-intensive applications, and discuss the challenges facing deployment of 
data-intensive applications on the cloud and measures to address these challenges. 

LIMITATIONS OF CLOUD  
 

Data transfers in and out of the cloud and among different clouds are typically carried out through system utilities such as 
Secure Copy (scp) and http. These utilities are, however, notoriously slow; indeed, in some cases, shipping disks using 
commodity transportation services such as FedEx may be faster.  

 
The data throughput of existing data movement services (~tens of megabytes/second) is an order of magnitude less than the 

throughput required by data-intensive applications (~hundreds of megabytes/second).  
 
Besides data movement among clouds, data management platform within a data center plays key roles. However, popular 

cloud data management software such as Apache HDFS/HBase, Google FileSystem/Bigtable, and memcached are not directly 
applicable to data-intensive computing. In particular, because of an unoptimized data movement framework as well as limitations 
in the underlying hardware infrastructure – shortage of network bandwidth and high latency of data access – cloud computing 
may not satisfactorily meet the requirements of data-intensive applications. A recent article2 addresses challenges in migrating 
data-intensive applications to the cloud from the perspectives of federating diverse data management and hardware systems in 
the cloud. In this article, we focus more on a data movement framework.  

 
Clearly what is needed are high-throughput and scalable data management techniques as well as higher performance network 

and storage facilities together with stricter quality-of-service (QoS) requirements on the cloud. 

DATA-INTENSIVE CLOUD APPLICATION CHALLENGES  
  
The deployment of data-intensive applications into the cloud presents several key challenges, outlined below. 

Distributed data sources. One of the key enablers for data-intensive computing on the cloud is the ability to move data from the 
data source to the cloud efficiently. Data sources include distributed sensors, genome sequencing centers, experimental facilities 
such as the APS, and observational facilities such as the Very Large Telescope in Chile. Several challenges are raised by these 
various and growing data sources. 

• The amount of data being generated at data sources is growing because of enhanced sensing capability and the 
increasing number of data sources. 

• Distributed data makes it harder for a single cloud to process the data alone due to longer processing latency and 
bottleneck in network links to the single cloud. 

• Sustaining data transfer rates from data sources to the cloud is difficult because of the dynamic network status and the 

Towards Addressing the Challenges of 
Data-Intensive Computing on the Cloud 

Eun-Sung Jung and Rajkumar Kettimuthu, Argonne National Laboratory 



 2 

interplay of data movement and computation in cloud. 

Multicloud environments. Intercloud data movements may happen if a single cloud is not enough for computation or a user or 
collaborators have multiple cloud resources. While similar to data-source-to-cloud data movements, this kind of data movement 
is distinctive in that extensive cloud resources can be put for data movement. Two questions arise in this context: 

• How many clouds are required to process the data, considering the cost of data movements among them? 
• How many resources (i.e., VMs, storages, network bandwidth) in each cloud are required for data movement? 

Quality of service. Data center networks are also critical to the scalability and performance of data-intensive applications, 
requiring a large amount of communication among compute nodes. The usual cloud computing infrastructures in data centers 
cannot provide scalable data movement performance comparable to that of HPC systems because of insufficient network 
bandwidth and data movement based on a best-effort policy3. Predictable execution of data-intensive applications, presents two 
challenges. 

• The data movement performance of an application should be isolated against other running applications. 
• Resource provisioning should be autonomous to adaptively guarantee QoS despite dynamic network status changes.  

THE WAY FORWARD  
Despite the challenges facing data-intensive applications on the cloud, the forecast is good.  
In order to cope with higher data rates from data sources and intercloud movement and to sustain higher data transfer rates, we 

can exploit two measures: overhead minimization in data transfer and multiple data flow orchestration. Similarly, for better 
intracloud movement, emerging technologies such as QoS-aware resource management offer opportunities for fine-grained 
resource provisioning while ensuring quality of service. 

 
Overhead minimization. The current state of the art in high-speed networks is 100 Gbps network links, and several such 
research networks exist4. Approaches for minimizing data transfer overhead include 
• eliminating redundant data copies: remote data memory access5; 
• harnessing data locality to avoid delayed data access time: Application CPU allocation aware data flow processing, which 

allocates application processing and protocol processing on the same core or on the cores that share the cache6; 
• reducing control message wait time, e.g., with GridFTP pipelining for transferring many small files7; and  
• isolating data transfers from computation, through dedicated transfer nodes (DTNs) and Science DMZ 

(http://fasterdata.es.net/science-dmz) for a stable data movement framework. 
These approaches have not been applied to cloud platforms, however, and some cannot be directly adopted for cloud 
platforms. For example, in order for cloud architecture to incorporate DTN and Science DMZ, there should be a dynamic 
resource manager that allocates a proper number of DTNs and reserves storage space on applications’ data transfer requests. 

 
Multiple data flows. Multiple data flows already are being used to achieve higher throughput. For example, multipath TCP 
(MPTCP) exploits multiple data flows (http://www.multipath-tcp.org); but optimized multipath establishment is not a role of 
MPTCP.  Such parallelism can also happen in the disk storage layer, data-processing layer using multicores, network path layer, 
and application layer using multiple nodes. Settlemyer et al.8 proposed an impedance-matching technique taking into account 
multiple layers involved in data movement. Similarly, we proposed graph-based modeling of data transfer systems to optimize 
data transfer throughput9 as in Figure 1. Our approach can mathematically formulate the optimization problem based on 
analytical models of components involving data movement.  
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Fig. 1.  Graph-based modeling of a data transfer system for data transfer optimization 
 
Nevertheless, improvement is clearly needed in order to accurately model time-varying components. To deal with the inherent 
dynamic status of wide-area network together with unpredictable performance on cloud resources, researchers should focus on 
continuous monitoring and building predictable models on time-varying network status and data movement performance in the 
cloud, in order to guarantee sustainable data transfer rates. 

 
QoS-Aware Resource Management. In addition to data-source to cloud and intercloud movement, intracloud movement also 
can be improved. Arguably, QoS-aware resource management in the cloud has been difficult because of the unpredictability of 
application performance on cloud resources and the inability of fine-grained resource provisioning. Nevertheless, emerging 
technologies such as network virtualization and software-defined network have enabled researchers to do fine-grained traffic 
engineering and network path control, which may lead to better network utilization for data center networks. We believe the 
cloud is moving toward advanced operation (or resource) management where all the resources are provisioned in a fine-grained 
and predictable way, which has not been possible so far. Sophisticated QoS-aware scheduling algorithms should provide holistic 
resource provisioning while guaranteeing QoS.  

 

A BRIGHT FUTURE  
There is growing interest in embracing data-intensive applications, and we envision a bright future for data-intensive computing 
on the cloud. Realization of this vision, however, requires enhanced data management over intercloud and intracloud networks as 
well as adoption of emerging network and storage technologies, as we outlined in this article. Some barriers for adoption of such 
new infrastructures may exist. For example, relatively high cost of advanced network and storage infrastructures such as 
Dragonfly network topology may deter cloud service providers from deploying them. Nevertheless, the increasing user request 
for data-intensive applications on the cloud and benefits for cloud service providers such as energy consumption reduction 
through efficient data movements will accelerate the adoption of new data management infrastructures. 
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